The UC Berkeley System Map Project

Part 1: Exploratory Analysis and the Creation of the Project Plan

Abstract

The UC Berkeley IT infrastructure suffers from issues of decentralized decision-making, an adherence to legacy systems, and localized system architecture. IT system teams’ efforts are hindered by a lack of system information, a lack of semantic standards, duplicate data collection efforts, and a lack of data integrity. Under the direction of the Data Stewardship Council, our project team conducted an exploratory research phase, in which we analyzed a representative campus IT system set. We concluded that our efforts were best located in support of campus data warehousing efforts, which were best suited to implementing data flow streamlining efforts. For the data warehouse teams, the major gap in their strategy was the lack of a central clearinghouse of system information. We therefore proposed the System Map tool, a web application that would collect and visualize system and data flow metadata. The System Map tool would not only act as a solution to this problem, but would create a foundation for future data modeling and standards-creation efforts at UC Berkeley.

The Problem

UC Berkeley is a large-scale enterprise system in transition. The campus’s computer network consists of hundreds of individual information systems, which range widely in size, age, utilization, and sophistication. Built up by individual project teams in numerous departments over decades of time, Berkeley’s system architecture reflects a culture of decentralized decision-making, an adherence to legacy systems, and localized system architecture. 

The decentralized nature of Berkeley’s IT systems has led to a number of critical infrastructure problems. In our work, we focused on the following issue: 

Lack of system information. Currently, there is no central clearinghouse of information about campus systems and the data flow between them. For most IT team members, knowledge about other systems comes from word of mouth, group knowledge gained over years of experience at Berkeley, applied online research, and luck. As a result, many of the campus’s information systems have similar or identical functionality to each other. 

Most IT system teams understand the data flow between their own systems and the systems they exchange data with directly. They have little information, however, about the original source or semantics of the data elements they are importing, or about where the data exported from their systems is sent in turn.

Lack of semantic standards. Currently, there are few central guidelines for data semantics, models, or definitions on campus. For the most part, system data elements are named, defined, and collected at the individual data architect’s discretion. When this happens, it becomes very difficult for the systems to exchange their data elements with other systems, because their data definitions do not match. Though many IT staff members try to document their system architectures and coordinate their work with other teams, there is no central decision-maker to determine campus standards. 

Duplicate versions of data elements. Many campus systems collect data elements from their users rather than querying a central data source. Multiple versions of data elements, and the semantic inconsistencies around their collection, have a detrimental effect on the ability for data to be shared across systems, and ultimately, for systems to be integrated and form a true enterprise system. In addition, once multiple versions of data elements are identified as incompatible, it is a laborious process to resolve the incompatibility. 

Lack of data integrity. The existence of multiple conflicting versions of data elements calls the integrity of the existing data into question. Data users, especially users who use large, complicated datasets for reporting purposes, often have no idea which version is the “official” version of the data, since the University has no comprehensive way of identifying a data element’s System of Record. 
 Data users, therefore, spend a great deal of time and effort researching and reconciling their data, and often make their best guess at the correct data versions to use. 

There is a huge amount of waste and inefficiency that results from such a decentralized planning and administrative process, and this translates into enormous costs for the University. Berkeley currently spends tens of millions of dollars to support its IT systems and employees; a great deal of that money is spent on duplicate IT efforts and on making up for system inefficiencies. The combination of the current budget crisis and the increase in data exchange and reporting demands over the last several years (from higher user expectations to the demands of legislation such as the Patriot Act and HIPPA) have brought the situation to a crisis point and created an enormous incentive for changes that would improve efficiency and cut costs.

The Data Dictionary Project and the Original Proposed Solution

The Data Stewardship Council (DSC), an IT leadership committee charged with improving data architecture and policies on campus, has launched a multi-year initiative to create a centralized data dictionary for campus IT systems. The proposed Data Dictionary Project would identify central campus data elements within official Systems of Record, and create standard data models and definitions for the central campus data elements. Once the Data Dictionary standards were documented and approved, the DSC believed, they could be rolled out and implemented in systems across campus. The creation of this central Data Dictionary, if implemented, has the potential to eliminate many of the data incompatibility and consistency issues that had characterized the flawed campus infrastructure. 

Exploratory Phase and Initial Research

Over the 2003-04 academic year, the DSC has collaborated with the Center for Document Engineering (CDE) to complete parts of the Data Dictionary Project. Originally, our group was charged with building data models and data dictionaries for several key system sets on campus. But after a preliminary exploratory phase, we determined that the proposed project was premature, and redundant with work being done by parallel project teams. We recommended that the proposed solution be revised to focus on one specific problem, lack of system information. 

During the initial analysis, we used the Human Resources (HR) system set as our initial focus. During Fall 2003, we completed interviews with 12 campus IT team members, both administrators and developers, in the HR system set, and gathered general information and documentation about 16 central HR systems and the data flow between them. During the interviews, the team also asked the interview subjects about problem areas in the data flow between systems and about their needs. 

As a result of the analysis phase, we learned that there were several different user groups who interacted with and found difficulties with this IT system set. These user groups are:

· Campus IT leadership: these users are heads of IT organizations on campus, who make decisions about projects and resources.

· Operational system teams: these users work on teams for operational systems, or central campus systems that collect “official” versions of data elements.

· Reporting system teams: these users work on teams for reporting systems, or systems that use operational data for reporting purposes.

· Data warehouse teams: these users work on data warehouse projects, which collect and archive data from operating systems in a central warehouse database. Reporting systems then use queries to generate datasets that they import into their own systems.

Each of these user groups had its own specific set of problem areas major difficulties with the existing system architecture and data flow. The needs of these various user groups are compiled in Exhibit 1.

As with any user needs assessment process, the needs expressed by the various stakeholders were complex, overlapping, and reflective of competing agendas. Yet several major themes emerged that could be translated into a future strategy for the project team:

· The need for a simplified data flow. The overly complex, poorly architected data flow within the system set monopolizes the system teams’ time and stands in the way of any data modeling improvements. 

· The need for increased knowledge about data elements. This includes a complete audit of existing systems as well as data element definitions.

· The need to support campus data warehouse efforts. Migrating reporting systems to the data warehouses will actually solve many of the problems facing the Data Dictionary project: it will greatly simplify the data flow between systems, will eliminate the need to collect duplicate versions of data elements, and will standardize the set of data elements used by reporting systems.

This analysis helped us realize that the campus data warehouse efforts were actually already addressing many of the architecture problem areas in an effective manner. Migrating non-operational systems to the data warehouse as their import source would simplify data flow, eliminate shadow data collection efforts, and increase data integrity on campus. Our team’s most appropriate and effective strategy, we realized, is to support the Data Warehouse project, and create tools that would fill in gaps in the Data Warehouse project.

To be successful, however, the data warehouse projects need a complete inventory of information systems, System of Record data elements, and data flow between systems. This is a critical gap for the Warehouse team, because it prevents them from having a clear understanding of the source and the lifecycle of the elements that they are archiving. Especially for aggregate data elements, it is crucial for the Warehouse team to understand the full lifecycle of each data element, so that they can verify that all components are collected and calculated by Systems of Record. Without a complete system inventory, the Warehouse team cannot guarantee the validity and integrity of the data elements that they are archiving, or provide adequate incentives for reporting systems to migrate to the Warehouse.

As a result of this analysis, we narrowed our attention to one of our original posed problems: the lack of a central clearinghouses of system information. We then proposed a project that would offer a solution to this problem, would support and complement data warehousing efforts, and would provide a foundation for future efforts to build a campus-wide Data Dictionary. 

Exhibit 1: Major user needs, UC Berkeley Human Resources system set, November – December, 2003 

	User group
	Definition
	Major needs

	Campus IT leadership
	· Data Stewardship Council

· CIO, UC Berkeley

· Controller, UC Berkeley

· Heads of UC Berkeley’s major IT groups
	· Reduce costs of maintaining systems and facilitating data flow between systems.

· Elimination of shadow systems that collect duplicate data elements.

· Support data warehouse effort as an effort to simplify information flow, increase data integrity, and reduce costs.



	Data warehouse teams
	· Teams for systems that store Operational System data for Reporting System use.
	· Complete inventory of data flow between systems. This ensures that they are warehousing the correct data elements.

· Inventory of System of Record data elements and their locations.



	Operational System teams 
	· Teams for systems that collect and distribute “official” versions of data (Systems of Record)
	· Elimination of shadow systems that collect duplicate data elements.

· Simplified data flow between systems.

· Establish process for determining full set of users for an “official” data element.

· Improved data models for central systems.



	Reporting System teams
	· Teams for systems that use Operational System data for reporting purposes. 
	· Increased number of Data Warehouse data elements. 

· More information about Data Warehouse data elements, such as definition and system of origin.




The Proposed Solution: The System Map Project 

The UC Berkeley System Map project is the first step in developing resources for campus IT staff to view their systems and data elements in the context of the university’s enterprise information architecture.  The System Map will be a visual representation of systems in the university and the import and export connections between those systems.  The System Map will also provide a central repository for metadata information on each system.  The tools the System Map provides will give developers the ability to see the role their system plays in the network of information systems that run the university and focus on the goals of the entire campus information architecture.   

As our deliverable to the Data Stewardship Council, we designed and built an interactive prototype of the System Map version 1.0. The prototype was designed with the goal of building a knowledge clearinghouse around campus information systems. It was also built to be expandable in future versions, so that it could be extended to contain more features of a Data Dictionary for campus systems.

The prototype consists of three components. The core component of the System Map would be a dynamically-generated visualization of the campus system architecture. In version 1.0 of the System Map tool, users could use the System Map to see the following information about individual systems in the tool:

· System information, such as name, location, and “ownership” information. 

· Data flow into and out of the system. This would include both the input and output systems, and the input and output data elements.

· Links to system documentation.

Using the tool, the users could also navigate from system to system and learn about the lifecycle of data elements represented in the System Map.

The System Map tool would also include a data entry component to add systems to the Map. This data entry component would be used by campus IT staff to submit system and data flow information to the Map. 

Finally, the content of the System Map will also need to be governed by an administrative team. The administrative component of the System Map would allow administrators to review, edit, and approve systems submitted by campus IT staff.

Lessons Learned for Future Project Teams

In conclusion, we offer the following lessons learned and recommendations to future data modeling project teams, which reflect our insights gained during this project phase:

The importance of an exploratory phase. The exploratory and research phase, in which we learned about the Berkeley IT architecture, history, and culture, was essential for our project, for it ensured that our proposed solution was appropriate to the problem at hand. One issue that we needed to work through during this project phase was the need to question and ultimately supercede a preconceived project plan that was created without a clear understanding of the project needs or the full range of possible solutions. Future project teams would be advised to not only schedule a sufficient exploratory phase, but to keep the project plan and proposed solution open-ended. This will ensure that the ultimate proposed solution truly reflects the needs of the users.

The time-consuming nature of the standards approval process. Often, data modeling involves the creation and approval of new standards for data elements. This is almost always a time-consuming and politically charged process, and requires an established decision-making process. The establishment of university-wide standards for central data elements at such a decentralized institution as UC Berkeley is a project that takes these characteristics to the extreme, and this makes it a more appropriate task for permanent internal teams such as the data warehouse teams.

Localized data modeling efforts, however, are within the scope of a short term project team such as a CDE or a SIMS team, because they involve a smaller scope of work, interaction with a more manageable group of people, and have a higher likelihood of having a designated decision-maker. The success of data modeling efforts such as the Course Approval Process Project and the Calendar Project supports this recommendation.

� In UC Berkeley terminology, the System of Record is the term for the official “owner” of a data element. For example, HRMS, the Human Resources Management System, is the System of Record for all personal information data elements about UC Berkeley staff members, such as Name and Address. Other campus systems, however, called Shadow Systems, collect information that duplicates the System of Record version. These systems also collect Name and Address data elements from users, using different data models and element definitions, and do not share information with HRMS. This is why when a UCB staff would have to go through the tedious process of entering or changing this information in multiple systems before seeing the changes reflected across campus systems. Imagine the process for reconciling more complicated data elements, such as aggregated utilization reports, statistical analyses, and budget numbers! 





